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Goal: How can we use serverless techniques to improve query processing? \
What is Serverless? Current Serverless Performance
Benefits of serverless What is needed in Benefits of serverless What is needed in To demonstrate the performance of serverless
for query processing: serverless for query for query processingin  serverless for query computation in query processing, we use a
o Automatic cluster processing: current offerings: processing in current representative query from a Spark data

e Infinitely-scalable established systems (e.g., Presto) e Infinitely-scalable clusters of AWS EC2 m5.large (2 CPU & 8 GB
elastic cluster systems e Automatic cluster elastic cluster RAM) of sizes varyin tom 2 nodes to 64
e Millisecond-based provisioning e Millisecond-based “odes. YIS
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) Trade-off | With an elastic cluster (naively replicating the
| wvogel Curve cluster to parallelize the query) leads to a 50%

decrease in CPU time (proxy for cost).
Dynamic cluster (serial execution but dynamic
cluster size) significantly reduces the minimum
______ CPU time to execute query. Serverless
——— combines both for more performance.
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